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I. INTRODUCTION

Molecular machines on the nanoscale represent the new frontier of miniaturization and

promise applications in many different fields1–3. These systems are designed to respond to

external impulses by producing a mechanical work. Simple examples of molecular switches

are for example rotaxanes and catenanes, which are built from mechanically interlocked

components. The internal movement can be induced either by chemical (pH), electrical

(redox) or optical (photo-excitation) inputs. Even though in solution the type of input is

not a major issue, for practical applications on a solid state matrix only electrical or optical

inputs are feasible. Since the early publications on electronically configurable molecular-

based logic gates4 and solid state electronically reconfigurable switches5,6 many others have

appeared, both for the systems in solution7–9 and in a solid state (on polymer or self-

assembled monolayers) 10–12.

In spite of their general importance, theoretical investigation of these compounds began

only few years ago and the understanding of the switching mechanisms at atomic level is far

from being achieved. Therefore, the main purpose of this deliverable is the development of

new theoretical models for a better insight onto these molecular machines. To achieve a good

understanding of the process involved the obvious choice would be to perform molecular dy-

namics (MD) simulations. However, due to the complexity of these systems and to the high

activation barriers a time scale problem rises. In fact the switching mechanism occurs on the

time scale of milliseconds to minutes, which is not feasible with the today’s computer power

and techniques to speed up the escape from the energy basins are needed. The standard

molecular dynamics is here boosted by a new technique which has been recently developed

in our group, metadynamics13. Metadynamics provides a unified framework for accelerat-

ing rare events and computing free energy surfaces (FES). It is based on a dimensional

reduction14 and on a suitable history-dependent potential15, and requires the preliminary

identification of a set of collective variables (CVs) s, which are functions of the system co-

ordinates, x, and are able to describe the activated process of interest. The dynamics in

the space of the chosen CVs is driven by the free energy of the system and is biased by a

history-dependent potential, FG(s, t), constructed as a sum of Gaussians centered along the

trajectory followed by the collective variables up to time t. Metadynamics is a dynamics in

the space described by the chosen CVs, and we refer to the point that explores this space
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as a walker. The method is able optimally to reconstruct the FES and thus, for viable

choices of the CVs, allows all the stable and metastable states to be identified. Moreover, at

variance with other computational techniques, metadynamics produces atomic trajectories

on the free energy surface which allow to identify the real molecular mechanism. Metady-

namics has been successfully applied in many different fields, ranging from chemistry16–20

to biophysics and ligand docking21,22, material science23,24, crystal structure prediction25–27

and systems with discrete degrees of freedom 28.

II. IMPROVING METADYNAMICS

In spite of its successes metadynamics shows some limitations for extremely complex

systems and improvements are possible. In Ref.29 it was shown that metadynamics is also

able to reconstruct a free energy well of a molecular system within a predictable accuracy:

ε ∝
√

S
D

, where S is the linear dimension of the energy basin and D is the effective diffusion

coefficient of the system obtained for example from the typical decay of the velocity auto-

correlation function30–32. According to this expression the accuracy of the reconstructed free

energy profile is low in the case of small D and large S. Moreover, the filling speed for fixed

accuracy decreases as the inverse of the phase space volume to be explored29, thus making

accurate reconstruction in more than three dimensions computationally heavy, especially for

complex systems such as the ones investigated in this project. We therefore develop a new

version of metadynamics which enhances the efficiency, still preserving the accuracy of the

method. We implemented a version of the algorithm based on multiple interacting walkers.

The power of parallel machines is thus optimally exploited by allowing several walkers to

explore simultaneously the same FES.

In a recently submitted paper we extended the analysis of Ref.29 providing an explicit

estimate for the error and showing that this implementation is strictly linearly scaling in the

number of walkers. The method is intrinsically parallel and can be implemented on loosely

coupled clusters since the communication overload, based on the sharing of the walkers’

trajectories, is negligible. This enhanced efficiency will make the calculation of FESs in high

dimensions more accessible. It is worthy of note that in the multiple walkers metadynamics

presented here all the walkers contribute simultaneously to a single combined reconstruction

of the FES. This is substantially different from that which is suggested in Ref.13 where the
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parallelism was invoked only to improve the accuracy with which the force acting on a single

walker is calculated.

A substantial speed-up of the reconstruction of the FES is not the only achievement of

multiple walkers metadynamics. Indeed, while in theory and very often in practice it has

been possible to obtain excellent results with a single walker metadynamics, an important

practical problem is to decide when to stop the run. In fact, there could be two problems.

During a metadynamics run the relative filling of the basins may oscillate in time. More-

over continuing the metadynamics runs much longer than after the occurrence of the first

transition carries the risk of pushing the system outside the basin of interest. This can

represent a problem in the case of biological systems, where continuing the metadynamics

run may induce important conformational changes, e.g. protein unfolding, which may falsify

the FES’ reconstruction. While a partial solution to these problems was already introduced

in Ref.22, in a recently submitted paper, strictly connected to this deliverable, we show that

by combining multiple walkers metadynamics with a weighted histogram analysis technique

introduced in Ref.28 we are able to reconstruct complex free energy profiles composed of

several basins with complete control over the accuracy.

III. APPLICATIONS

For the present study, we applied the Lagrangian version of metadynamics16,21

H = H0 +
1

2

∑
α

Mαṡ2
α −

1

2

∑
α

kα [sα(r) − sα]2 + V (t, sα) , (1)

where H0 is the unperturbed Hamiltonian as used in standard MD and r are the microscopic

coordinates of the system. The second term is the (fictitious) kinetic energy of the collective

variables sα(r) and the third one the restraining potential, which couples the collective

variables sα(r) to a set of additional dynamic variables sα. The last term

V (t, sα) =
∑

ti < t

W exp

(
−||(sα − sα(ti)||2

2 δs2

)
(2)

is a history-dependent potential consisting of a series of Gaussians set at discrete time

intervals δt. The size of the Gaussians is determined by their width δs and height W .

According to the system under investigation we choose different sets of collective variables

to describe the switching processes.
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A. [2]Catenane

The first system we investigated is the bistable [2]catenane depicted in Fig. 1. It consists

of a tetracationic cyclophane, cyclobis(paraquat-p-phenylene) ring (CBPQT4+), mechani-

cally interlocked with a disubstituted crown ether incorporating a tetrathiafulvalene (TTF)

and a 1,5-dioxynaphthalene (DNP) unit. This is one of the first bistable molecules be-

ing used to produce (solid state) molecular switches, both on Langmuir-Blodgett (LB) and

self-assembled monolayers (SAMs)5,6,11. This particular system can exist in two different co-

conformers which can be distinguished by the position of the TTF relative to the cyclophane

ring. Hereafter we indicate with [A] the co-conformer in which the TTF is located inside

the cyclophane and the DNP is outside, while with [B] the one in which the positions of the

TTF and of the DNP are exchanged. The ground-state co-conformer for the neutral system

is [A0]. Experimental and theoretical observations demonstrate that oxidizing [A0] to [A+]

the excess positive charge is located on the TTF and, because of the electrostatic repulsion,

a relative rotation of the two rings is induced, see Fig. 1. The rotation ends up when the

[B+] co-conformer is reached, which is the ground-state for the oxidized system. After a

reduction of the system to [B0], the ground state [A0] is restored by either by relaxation

over a barrier or stimulated by a redox cycle of CBPQT4+, see Fig. 1. In a recent publi-

cation Flood et al.8 the activation energy for the [B0] ←→ [A0] transformation for many

molecular machines has been computed. In particular for the [2]catenane investigated in

this study the measured activation barriers are ∆G#
298 = 16.7 kcal/mol for the system in

solution and ∆G#
298 = 17.0 kcal/mol for the system on a polymer matrix.

Scope of our work is to compute the free energy surfaces corresponding to the

[B+] ←→ [A+] and [B0] ←→ [A0] switching cycles, to compare the activation barriers with

the experimental ones and to provide insight in the atomic behavior during the process.

In the case of the [2]catenane the program used for the simulations was ORAC33,34, a code

featuring a multiple time step integration algorithm35. The AMBER force field36 (parm94)

and a three-site model for acetonitrile37 were used in the computations. The charges of

the [2]catenane were obtained from a restrained fit of the electrostatic potential (RESP)38

calculated on the electronic density by using the Gaussian 98 simulation package39 with the

HF/6-31G** basis set. Such charges are assumed to have negligible polarization effects all

along the trajectories.
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FIG. 1: Switching process of the bistable [2]catenane

1. Electrostatic interactions: Image Boundary Conditions

Since we are studying a charged system, the question of the treatment of the electrostatic

interactions and of the boundary conditions is very important. Either one uses standard

periodic boundary conditions (PBC) and the Ewald sum40 or another possibility is to use

explicitly non-periodic boundary conditions. In our case we could have simulated a cubic box

big enough to contain both the [2]catenane and its four counterions (hexafluorophosphates)

and avoid artifacts deriving from the interactions between replicas; this would be quite time

consuming. Another possibility, which has been adopted in this study, is to use intrinsic

non-periodic boundary conditions. The solute and some solvent molecules are inserted in a

spherical cavity embedded in a dielectric continuum, the effect of which is handled by the

method of the images41–43. To each charge in the system (delimited by the surface of the

sphere) corresponds an image charge of opposite sign located at a distance corresponding

to the reciprocal distance of that charge from the origin of the sphere. This is meant to

describe a situation in which the electric charges within a cavity in a dielectric medium

polarize the material outside the cavity; this polarization in turn makes a contribution,

called the reaction field (RF), to the electric field inside the cavity. We have implemented
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and tested our version of the Image Boundary Conditions in the code ORAC, which is used

for this project44.

2. Results

According to the metadynamics framework the first step to do is the identification of the

relevant collective coordinates to describe the switching process. It is immediately evident

that a good choice should include a description of the relative position of the two interlocked

rings. This can be done by a function named “SCORD” which is zero if the TTF is inside

the cyclophane and 0.5 if the DNP is inside the ring. After a few trials we realized that

this CV was not sufficient and that something important was missing and by analyzing the

trajectories it came out that the solvent degrees of freedom should be accounted for. We

therefore added a further CV, the coordination number of the DNP with respect to the

solvent molecules.

Given this choice of collective variables we reconstructed the free energy landscape for

the [A+]←→ [B+] and [A0]←→ [B0] switching cycles. We performed various metadynamics

runs starting either from the co-conformer [A] or [B].

FIG. 2: Two snapshots of intermediates during the switching process. For clarity the solvent

molecules are omitted.

The switching mechanism in acetonitrile observed during the metadynamics runs for the

[A+] −→ [B+] transition is reminiscent of that observed by Ceccarelli et al. (in press, J.

Phys. Chem. B) for the same system in vacuum and can be split into three steps. The
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first step after the oxidation of the system to [A+] is the expulsion of the TTF from the

cyclophane: in this case the value of the CV SCORD slightly increases, without changing the

value of the other CV. During the second step the π − π interaction between the DNP and

the cyclophane breaks up and the crown ether starts rotating around the cyclophane. The

last step is the insertion of the DNP into the cyclophane, thus leading to the co-conformer

[B+]. In Fig. 2 two snapshots of intermediates during the switching process are shown.

Detailed analysis of the inverse rotation does not reveal any significant differences.

Another important feature of metadynamics is its capability of providing the free energy

landscape and therefore a direct way of measuring the activation barriers, see Fig. 3. It is

worth to underline that the final free energy is almost insensitive to the starting configuration

and that, in agreement with the experiments, the [A0] and the [B+] co-conformers represent

the stable states for the two different oxidation states. In particular [A+] is 17.5 kcal/mol

higher in energy that [B+] and [B0] is 14.0 kcal/mol higher than [A0]. We could also de-

termine that the activation barrier for the switching process [B+] −→ [A+] is 24 kcal/mol,

while for the process [B0] −→ [A0] it is 16 kcal/mol. Since both our calculations and the

experiments have an accuracy of about 2 kcal/mol the agreement with the experiments is

remarkably good.
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FIG. 3: Free energy surface (FES) of the [2]catenane in solution using SCORD and CN as collective

variables. The FESs for the process [A+] ←→ [B+] is shown in the left panel and for the process

while that for the process [A0] ←→ [B0] is shown and in the right panel. For convenience the

deepest minimum is set to zero energy. The contour lines are plotted each 1 kcal mol−1.
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B. [2]Rotaxane

The second system we focus on is a bistable [2]rotaxane which has been well characterized

by the group of Prof. Balzani, which is also involved in the BIOMACH project in the group

of the University of Bologna. The system is composed of a dumbbell-shaped compound that

is encircled by a crown ether which displays a shuttling movement between two charged

stations. At equilibrium both are charged (+2), but electrochemical or optical inputs can

reduce one of the stations inducing the movement of the ring. Our aim is to compute

the energy barriers related to this process and to understand at the atomic level how the

movement occurs.

y

z

A1

A2

R

FIG. 4: The two stable co-conformers of the [2]rotaxane. The crown ether is depicted in yellow

while the two stations, A1 and A2, are depicted in green and red, respectively. For clarity the

solvent molecules are omitted.

The MD simulation are performed with the NAMD code and the AMBER force field. The

atomic charges for the rotaxane are obtained by fitting the ab initio electrostatic potential

with the RESP method. We use a cubic simulation box of about 8 nm in side in which the

[2]rotaxane is surrounded by acetonitrile and four hexafluorophosphate (PF−6 ) counterions
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to neutralize the system.

A first set of plain MD runs were necessary to obtain an equilibrated configuration and

to identify the relevant collective variables. In this simulations we always observed that

at equilibrium at least one PF−6 counterion remains stuck to the rotaxane, irrespectively of

the starting configuration. This is against the common belief that the counterions are well

separated from the rotaxane. However, since we could not completely exclude this being an

artifact due to the small size of our simulation cell, in the metadynamics runs we force the

counterions to remain far apart from the rotaxane, postponing a more careful analysis of

this point to a later time.

Starting from different initial configurations we could clearly identify the presence of two

deep basins of attraction, corresponding to the ring selectively encircling one of the two

stations. We also noticed that the ring is highly flexible and that it tends to maximize the

number of hydrogen bonds with the two charged stations. Therefore, the collective variables

that allow to distinguish in which basin of attraction the system resides are: the position

of the ring along the dumbbell and the number of hydrogen bonds formed between the ring

and the charged stations. We performed many metadynamics runs using different numbers

and combinations of collective variables for the reduced configuration and concluded that

at least three are necessary to correctly reproduce the physics of the system. The best

choice appears to be the position of the ring along the dumbbell, the number of hydrogen

bonds formed with the first station and with the second station, separately. In this case

we determined the barriers for this process and the relative depth of the two minima. The

barrier for the ring moving from the station with a (+1) charge to that charged (+2) is of

8 kcal/mol and of about 13 kcal/mol for the reverse process but the calculation has not yet

fully converged. Both values are slightly smaller than the values suggested by the group of

Prof. Balzani, 12 and 14 kcal/mol, respectively. At this point is worth underlying that the

estimated accuracy of our values is of about 1.5 kcal/mol and that the role of the counterions

is still under investigation. The same calculations for the case in which both the stations

are in the (+2) oxidation state are still in progress.

We observed many smooth shuttling processes and could identify the atomic mechanism

which can be sketched in three steps. At first the ring breaks the hydrogen bonds with the

hosting station assuming a position almost orthogonal with respect to the dumbbell, then

it shuttles towards the other station and finally it rotates, re-forming the hydrogen bonds

10



with the new hosting station.
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FIG. 5: Atomic mechanism for the shuttling process observed for the reduced [2]rotaxane and the

estimated activation barriers. For clarity only the stations and the crown ether are shown.

IV. CONCLUSIONS

In conclusion we have made important steps forward in the construction and mastering of

the innovative computational techniques that are needed to simulate complex systems. We

have implemented and validated these methodologies, which place our group at the forefront

of present day computational research. The agreement between theory and experiments in

the case of [2]catenane gives us confidence in the usefulness of our approach. Investigations

of the [2]rotaxane are in progress but already very useful results have been obtained.
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25 R. Martoňák, A. Laio, and M. Parrinello, Phys. Rev. Lett. 90, 75503 (2003).
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